SH/ARE

EDUCATE » NETWORK »

z/OS Performance Spotlight — Some Top
Things You May Not Know

/ E aka Peter and Scott’s
EPS Tips and Tidbits

z/0S Performance
Education, Software, and

Managed Service Providers Peter Enrico & Scott Chapman
Enterprise Performance Strategies, Inc.
performance.questions@epstrategies.com

Creators of Pivotor®

Cop by SHARE A iation Except where otherwise noted, this work is licensed under a Creative C At NonC ial-NoDerivs 3.0 license. http: //creativecommons.org/licenses/by-nc-nd/3.0/ @@@@ 1




Abstract %’PES

e During this session, Peter Enrico and Scott Chapman will discuss a
variety of z/0S performance measurement, analysis, and tuning
techniques that may not be commonly known or are not often
discussed.

e The key objective of this presentation is to provide the attendee with
information they can bring back to their shop and conduct some
analysis or tuning exercises. A secondary objective of this session is
to help the attendee learn more about the z/0OS environment, and how
things work. This session is sure to be highly educational!
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Contact, Copyright, and Trademarks

Questions?

Send email to performance.questions@EPStrategies.com, or visit our website at https://www.epstrategies.com or
http://www.pivotor.com.

Copyright Notice:

© Enterprise Performance Strategies, Inc. All rights reserved. No part of this material may be reproduced, distributed,
stored in a retrieval system, transmitted, displayed, published or broadcast in any form or by any means, electronic,
mechanical, photocopy, recording, or otherwise, without the prior written permission of Enterprise Performance
Strategies. To obtain written permission please contact Enterprise Performance Strategies, Inc. Contact information can
be obtained by visiting http:ﬁwww.epstrategies.com.

Trademarks:
Enterprise Performance Strategies, Inc. presentation materials contain trademarks and registered trademarks of several
companies.

The following are trademarks of Enterprise Performance Strategies, Inc.: Health Check®, Reductions®, Pivotor®

The following are trademarks of the International Business Machines Corporation in the United States and/or other
countries: IBM®, z/0S®, zSeries®, WebSphere®, CICS®, DB2®, S390®, WebSphere Application Server®, and many others.

Other trademarks and registered trademarks may exist in this presentation
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Today’s Agenda

e Who we are / what we do (Peter)

EPS

e Emerging Areas of Interest (we will get through this list as best as possible)
° Some questions we have been getting lately
° 716 Migrations (Scott)
°© CPENABLE and z/0S 3.1 (Peter)
° Implicit CPU Protection in z/OS 3.1 (Peter)
° New enclave measurements in response to DB2 HiPerf DBATs
° First Reference Page Faults (Peter)
° IXGCNFxx Keep local buffers (Peter)
° SDC Coefficients and Reevaluating Durations for z/OS 2.5 (Peter)

e Short Reminders from Continuing Questions and Opportunities (not presented)
° Large memory should mean less I/O? (Scott)
° Scott’s current Al thoughts
°  XCF transport class simplification (Peter)
° SRB Update and SMF 30 data (Scott)
° SuperPAV (Scott)
° 1/0O Priority Management (Scott)
° Record the 98s and 99s (Scott)
°© SMT (Scott)

® Prize drawings! (Jamie)

© Enterprise Performance Strategies www.epstrategies.com 5




EPS: We do z/OS performance...

e We are z/0S performance!

EPS

e Pivotor
o Performance reporting and analysis of your z/OS measurements
° Example: SMF, DCOLLECT, other, etc.
° Not just reporting, but cost-effective analysis-based reporting based on our expertise

e Performance Educational Workshops (while analyzing your own data)
° Essential z/OS Performance Tuning
o Parallel Sysplex and z/OS Performance Tuning
° WLM Performance and Re-evaluating Goals

e Performance War Rooms
° Concentrated, highly productive group discussions and analysis

e MSU reductions
° Application and MSU reduction

. Enterprise Performance Strategfes, Inc.
www.epstrategies.com ©



z/0OS Performance workshops available ép}s

During these workshops you will be analyzing your own data!
[

e Parallel Sysplex and z/OS Performance Tuning
° August 20-21, 2024

e Essential z/OS Performance Tuning
° October 7-11, 2024

e Also... please make sure you are signed up for our free monthly z/0S
educational webinars! (email contact@epstrategies.com)

© Robert Rogers www.epstrategies.com



Like what you hear today? N

e Free z/0S Performance Educational webinars!
° Have been on hiatus for a couple of months but should be coming back soon
° Let us know if you want to be on our mailing list for these webinars

e |f you want a free cursory review of your environment, let us know!
° We’re always happy to process a day’s worth of data and show you the results
° See also: http://pivotor.com/cursoryReview.html|

© Enterprise Performance Strategies, Inc. Peter MAMWbCRMAKATREHREraEBIes.com



EPS presentations this week
whx Wk When [Whee

60 Years of Pushing Performance Boundaries with the Ma

Introduction to Parallel Sysplex and Data Sharing

inframe Scott Chapman

Peter Enrico

Macro to Micro: Understanding z/OS Performance Moment by Moment Scott Chapman

WLM Turns 30! : A Retrospective and Lessons Learned

PSP: z/0OS Performance Spotlight: Some Top Things You M

Peter Enrico

ay Not Know Peter Enrico
Scott Chapman

More/Slower vs. Fewer/Faster CPUs: Practical Considerations in 2024 Scott Chapman

216 SMF 113s — Understanding Processor Cache Counters

Peter Enrico

www.epstrategies.com
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Tue 14:15

Wed 13:15
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Like what you see?

® Free z/0OS Performance Educational webinars!

° The titles for our Summer / Fall 2024 webinars are as follows:
v What a z/0S Guy Learned About AWS in 10 Years
4 Advantages of Multiple Period Service Classes
4 Understanding z/OS Connect Measurements
° WLM and SMF 99.1 — System Measurements Deeper Dive
° WLM and SMF 99.2 — Service Class Period Measurements Deeper Dive
° Optimizing Performance at the Speed of Light: Why 1/0 Avoidance is Even More Important Today
° Understanding MVS Busy % versus LPAR Busy % versus Physical Busy %
° Rethinking IBM Software Cost Management Under Tailored Fit Pricing
° Understanding Page Faults and Their Influence on Uncaptured Time
° Response Time Goals: Average or Percentiles?
° Understanding and Using Enclave

e If you want a free cursory review of your environment, let us know!
° We're always happy to process a day’s worth of data and show you the results
° See also: http://pivotor.com/cursoryReview.html

www.epstrategies.com



!_ike what you see? oo

eThe z/0S Performance Graphs you see here come from Pivotor™

e |f you just a free cursory review of your environment, let us know!
° We’re always happy to process a day’s worth of data and show you the results
° See also: http://pivotor.com/cursoryReview.html|

e We also have a free Pivotor offering available as well

° 1 System, SMF 70-72 only, 7 Day retention
° That still encompasses over 100 reports!

www.epstrategie

All Charts (132 reports, 258 charts)
All charts in this reportset.

Charts Warranting Investigation Due to Exception Counts
Charts containing more than the threshold number of exceptions

All Charts with Exceptions (2 reports, 8 charts, more details)
Charts containing any number of exceptions

Evaluating WLM Velocity Goals (4 reports, 35 charts, more details)
This playlist walks through several reports that will be useful in while



Pivotor — Intelligent Reporting %’-'PES

ePivotor is our data reporting tool & service designed specifically
for z/OS performance reporting

° Designed and used by z/OS performance experts

° Processes data from SMF, DCOLLECT, and customer sources

° Contains hundreds of z/OS performance reports “out of the box”
° Designed to be easy to use and manage

° Reports are organized into logical and searchable report sets

° Features include intelligent exceptions, drill down, search, canned
analysis, and so much more

° Built in expanded helps to help foster education

© Enterprise Performance Strategies www.epstrategies.com 12



Comprehensive Report Sets
for Immediate Performance Analysis feps}

> “out of the box”




Pivotor Software as a Solution (SaaS)

EPS

e Pivotor is offered as both a SaaS or local install
e When SaaS: dump and FTP

Saa$ Includes: I 20
. et} TR JCL SFTP,
* Formal yearly cursory review / b | PRI FTP,
discussion T - ' Fres
* Ability to ask us performance Web e 1
. B M i
questions, or for us to look at a rowser M s ~
particular problem or concern. L] T e Pivotor
(support@epstrategies.com) = Cloud
| | Service
« We can occasionally look in on your &£ oWOTOR*
data and performance |
—
. . . Chrome 'L.J
* We can participate in performance Explorer
debug with IBM, or other vendors Safri o /

© Enterprise Performance Strategies www.epstrategies.com 14
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Major Reporting Areas

Basic LPAR, service/report classes
Batch

1/0 subsystem & channels

Sysplex, XCF, System Logger
Sub-minute performance (SMF 98/99)
DCOLLECT

TCP/P (SMF 119)

Hardware Instrumentation (SMF 113)
Dataset I/O Details (SMF 14/15, 42)
CICS, WAS

DB2, IMS*

Custom data sources

Application attribution

Other supported SMF records

Report Retention

Daily report retention
Weekly/Monthly/Yearly report retention

Performance Assistance and Education

EPS available to answer performance
questions with your data

Annual review calls

Playlist-guided analysis

In-depth Report Help

Exceptions

Dashboards

Other

Least effort: just send us datal
Complete control & database access
Cost

Starting price (per year)

Pricing metric

$0

z/0S Performance reporting
that fits every need and budget

Essentials Prime Enterprise

04 e BRi L

0900
“A<FEE
B 82

2 years™ 2 years® Up to you
Unlimited™ Unlimited™ Up to you

v v

$10,000 $28,000

+ systems + + systems +
RMF interval RMF interval

[ : -
EES Excellence in Mainframe Performance

* while service subscription maintained

SRl B Bl & 8« el < R e

Limited

v

$50,000
1 systemonly Report plexes Report plexes CECs + z/0S

LPARs

and affordable

EPS

® Pivotor pricing is clear

15



More Free Things!

EPS

® On our web site click on Tools & Resources to access:
°© WLM to HTML Tool
° Get your WLM policy in a useful and usable HTML format
° Qur Presentations
° Lots of great content from the past few years (now even easier/faster to access!)

& pivotor.com/contenthtml

(i
o

w22 Enterprise Performance Strategies Inc.
https://www.epstrategies.cor EPSN "= Creators of Pivotor®

https://www.pivotor.com/ WLM to HTML tool

(Same site behind both URL) EPS Papers and Presentatio o-s-msw
[ ]

Qur Presentations

Home Pivotor Workshops Consulting Webinars Tools & Resources ~ About ~

Our YouTube Channel

Peter and Scott present on and write about many mainframe performance oriented topics. Some of their "great
Click on a title to see the abstract for the presentation.
Click on the "Download” button to access the presentation immediately.

)

Free Cursory Review

Free Performance Reporting

Peter Enrico - Key Reports to Evaluate Coupling Facility CPU Utilization

Scott Chapman - Understanding How Memory Management Has Evolved in z/0S

© Enterprise Performance Strategies www.epstrategies.com 16



EPS

Questions we get...

© Enterprise Performance Strategies www.epstrategies.com 23



CPU Critical %’PES

Q Is this importance n service class suffering because other service classes at
the same importance have CPU critical set?

A Not directly: CPU critical only ensures that the service class will never have
a dispatching priority below a lower importance service class

° Of course, CPU critical might be elevating an undeserving SCs above both lower
importance and equal importance workloads and while adding CPU Crit to the equal
importance SCs might fix it, the real issue might be the original CPU Crit

Q Should | add CPU Critical to this service class?

A Maybe, probably not. Primarily of use where work absolutely cannot wait
for the 10 second WLM policy intervals to react to changing conditions

© Enterprise Performance Strategies www.epstrategies.com 24



LPAR Management Time A

Q Why does the “Physical” CPU consumption seem “high” or higher than it
was before?

A Not sure, but probably related to having a large number of medium and low
pool processors relative to the number of physicals not reserved to highs,

especially if/when those lows are busy.

Background
° The CPU consumption attributed to “Physical” is PR/SM LPAR management overhead
that can’t be tied directly to a particular LPAR.
° Generally expect this to be less than 1% of the machine, but have recently seen

examples where it’s higher
° Is 1% really the right metric? 1% of a 508 is very different than 1% of a 724

° Considering/investigating some new metrics and reporting around a modern logical
to physical analysis

© Enterprise Performance Strategies www.epstrategies.com 25



EPS

Emerging Areas of Interest

New things coming and things we’re actively keeping an eye on

© Enterprise Performance Strategies www.epstrategies.com 26



EPS

216 Migrations

© Enterprise Performance Strategies www.epstrategies.com 27



TLDR: Mostly going as expected %PS

e There was some questions about how the significant cache design change
would behave in real life

e For the migrations we’ve seen, it seems that migrations to the z16 have
been pretty much along (our) expectations

° Except for the one customer that did contact us that saw higher MSU consumption,
but the had moved to fewer/faster CPs

e In general, fewer/faster CPs are likely to be worse for overall system
efficiency

° Thought the larger L2 cache size might mitigate this, but... maybe not
e More/slower (or more/faster!) better for efficiency
e Staying with same number of CPs is the conservative approach

© Enterprise Performance Strategies www.epstrategies.com 28



Daily CPU Usage for Top WLM Workloads
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GCP MSU-Hours
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Z16 002
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Other
DB2
ONLINE
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QUERY
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Simple migration, very
low risk because they
kept the same engine
count and overall
capacity rating. Looks
like it went fine.
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112 MSUs/CP
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MSU-hour Totals by MLC Month

-alldata-
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980 MSUs
163 MSUs/CP
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1,000

00

a0

700

0

R4AHA MSUs

oW OTO;? N

® MSU-hrs|SYS1

® MSU-hrs|SYS2 [
® MSU-hrs|SYSD —2
® Conc. Peak R4HA

® Conc. Billable R4HA

Migration to
fewer/faster.

Customer had some
concerns after migrating
because of increased
CPU consumption.

RNI had gone up, CPI
stayed similar.

May have been
workload related as
effects seemed reduced
in later months. Also,
recompiling after moving
to new architecture can
help.
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2522.9& 02 2022, 9.02 20224 002

MSU-hour Totals by MLC Month
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-alldata-
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www.epstrategies.com

2823.93@2 2023.9,4 - 2023.95_02

716 507
706 MSUs

101 MSUs/CP

2023.06.5,

G600

R4AHA MSUs

oW OTO/?®

MSU-hrs|SYAO
MSU-hrs|SYDO S
MSU-hrs|SYD1 —

MSU-hrs|SYD2
MSU-hrs|SYED
MSU-hrs|SYE1
MSU-hrs|SYSA
MSU-hrs|SYSB
MSU-hrs|SYSD

@® Conc. Peak R4HA
@® Conc. Billable R4HA

This was a phased
migration over about a
month.

Extra engine only slightly
slower.

Peak R4HA did go up
slightly, but total MSU-
hours is down
noticeably.

CPI of larger systems did
improve, RNI stayed
about the same.
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EPS

CPENABLE in z/0S 3.1

Enterprise Performance Strategies, Inc. © www.epstrategies.com SMF 113 Refresher - 32



CPENABLE A

e CPENABLE in IEAOPTxx sets the low and high threshold for disabling /
enabling processors for handling /0 interrupts

ez13 and below recommendation is (10,30)

eOn z/14 and above the recommendation is (5,15)
° Prior to z/14 all no-work wait CPs were enabled for interrupts
° z/14+ rely solely on WLM/SRM to set the number of CPs enabled for interrupts

e The goal of this change was to better ensure 2 CPs are enabled for handling
/O interrupts

° Single CP enabled for I/O interrupts puts LPAR at greater risk of delaying I/O
° Sometimes with quite problematic results —having 2 is partly risk mitigation

e \We've sometimes recommended even more aggressive settings (e.g. 3,10)

© Enterprise Performance Strategies www.epstrategies.com 33
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/0O Interrupt Analysis
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0g. 0g., 0g
0220, 3 09 :00 02‘2023 2:09 102?0‘23 15:09

0g. 0s
'02.2023 18 . -0,
‘00

(CPENABLE=(x,y) recommended settings)

50,000

45,000

40,000
35,000
30,000
25,000
20,000
_____ 15,000

10,000

5,000

2.2023 21:0p
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Overall IO Interrupt Rate

QWOTOR"

- /O Interrupt Rate
Interrupt Enabled CPs
Percent TPI = 7

m 213 y Hi CPENAELE
m 214 y Hi CPENAELE
m 713 x Lo CPENABLE
m 714 x Lo CPENABLE

In this case, sometimes
there were 2 CPs
enabled for interrupts,
sometimes there was
only a single CP.

This is a fairly common
situation.

Due to arrival patterns,
some systems have
trouble getting a second
enabled even with
something like (3,10).
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CPENABLE in z/0S 3.1 A

eln z/0S 3.1 minimum CPs enabled will raise from 1 to 2
° The only z/OS 3.1 LPAR we’ve seen data for only had 1 online processor ®

e New CPENABLE option of SYSTEM will take IBM’s recommendation for the
generation of hardware the system is running on

e Evaluation of enabled CPs will change from 20 seconds to 2 seconds

e We think this is a great change!
° Will be able to specify CPENABLE=SYSTEM and probably not worry about it

° Alot of I/O can happen in 20 seconds so changing to every 2 seconds (same as
HiperDispatch cycle) makes sense

° Extra path length seems like it would be pretty minimal

© Enterprise Performance Strategies www.epstrategies.com 35



EPS

Implicit CPU Protection in z/0OS 3.1

© Enterprise Performance Strategies www.epstrategies.com 36



e Long-time option in your WLM service definition “# Q
245
e Enabled by setting YES for CPU Critical on a Service Class 240 BOA\)A
° Must be a single-period SC and cannot be discretionary 235( AAR
X
® Ensures that the CPU Critical SC always has a CPU DP that’s greater than the :: AV |
DP of lower importance service class periods — <Q><O><O>

Note: To make the point, just a few priorities between
DP 203 and DP247 are shown.

® Note some small amount of lower-importance work may still get higher DP:
° Due to promotion for locks, resource contention, etc.
° Small consumers

e General recommendation has been to avoid this option

° Allows WLM to make better decisions about balancing overall work throughput to best
meet the goals of all work

" Important: The use of these options limits WLM's ability to manage the system. This may

affect system performance and/or reduce the system's averall throughput.

© Enterprise Performance Strategies www.epstrategies.com 37



New IBM Defaults in z/OS 3.1

e New option for “Implicit” Long-Term CPU Protection
° In other words, CPU Critical without having to specify it on every SC definition

EPS

e Default is “On” for importance 1 service classes
° Qptional, but “Off” for importance 2 service classes

e We think “On” for importance 1 workloads is a bad default
° Could significantly change the dispatching priority of work in the system
° Goes against historical practices of not changing defaults that change behavior

e DP/Importance inversions are common
° |.E. Lower Importance work running with a DP above higher importance work
° Not all such inversions are problematic
° Not all importance 1 work really should be importance 1

© Enterprise Performance Strategies www.epstrategies.com 38



Our thoughts

JA
e We don’t see the need for this change

° A significant part of the premise of WLM was that it would manage dispatching priorities and could
intelligently move them in possibly counter-intuitive ways to better balance throughput for diverse
workloads

° If you want, you can make all importance 1 work CPU Critical today
e We’d recommend turning this off for z/OS 3.1 and wish that was the default

e |f you want to go to z/0S 3.1 with it on, we might suggest
1. Evaluate which workloads are at risk

2. Before 3.1, incrementally add CPU Critical to importance 1 workloads
° |f something goes wrong, you can back out your change and z/0S 3.1 doesn’t get the blame

e We do sometimes recommend CPU Critical, but it’s an exception, not the rule
® Emerging area of study, we might refine our recommendations over time

© Enterprise Performance Strategies www.epstrategies.com 43




EPS

New WLM Enclave Measurements

Geared towards ‘enclave bundled transactions’ in response to High
Performance DBATs

© Enterprise Performance Strategies www.epstrategies.com 44



Upending >25 Years of DDF Management

EPS
Enclaves allow the management of individual Each enclave is a single transaction, which starts
transactions flowing through address spaces, when the enclave is created and ends when the
something that simply has never been possible enclave is deleted. DBF-ereates-an-enelaveforan—

before. Since MVS is aware of and has access to meomingrequest-whentt-deteetsthe first SQE—

each transaction, they can be classified individually
and most importantly each transaction is subject to hus-a snclave-trans
period switch—Fhis-means-that-you-can-separate-out SQLCOMMI T seope:

he | e CPU killers & he.sl

ot enclaves-

This is now the situation if your DDF work uses High Performance DBATs!
(With DB2 APAR PH34378)

Technically: multi-period service classes and RT goals still are allowed but they will not work as expected!
This could be a surprise when you apply the DB2 maintenance that made this change.

© Enterprise Performance Strategies www.epstrategies.com 45



Traditional / Typical DB2 DDF Enclaves

e DDF transactions are managed by WLM as independent enclaves
° The life of the enclave is the life of the transaction (i.e. 1 tran = 1 ended enclave)

e In this case, 200 transactions DRDA request 1 DRDA request 2
come in, and for each
transaction an enclave is _Active (Enclave Transaction) _Active (Enclave Transaction)
created V2 AN  Inactive  [7777777ZZANNNNNNN\\
e When each transaction ends,
the enclave for that xxxxDIST
transaction is deleted, and an (DDF) DB2
ended transaction and O O

response time are posted to
the WLM Service Class period

DP= DP=252

e WLM response time goals are best
since each transaction is
measured and considered by WLM

R
b \\\I'&:‘i\‘\i%\\“ b

NN
D

© Enterprise Performance Strategies www.epstrategies.com 46



DBAT DB2 DDF Enclaves w/ PH34378

e The DBAT transactions still run in independent enclaves
° But now the life of the enclave is for as long as up to 200 transactions in the enclave
° The transactions in the enclave are known as ‘bundled transactions’.

° Thus, you may have 200 ended bundled transactions, but from a WLM point-of-view, the 200 bundled
transactions are part of a single (i.e. 1) longer running enclave.

In this case, when a new thread is
needed, a new tread is created and
associated with a new enclave.

That thread and associated enclave
remain active for up to 200 transactions
come in, and all are associated with a
single enclave.

After the last of the 200 transactions end,

enclave is deleted, and one ended
transaction is posted to the WLM service
class period. Response time is from start
of first transaction to end of last ended
transaction

The many transactions running in the

enclave are known as ‘bundle
transactions’

© Enterprise Performance Strategies

Active (Enclave Transaction) from creation until 200 transaction end

xxxxDIST
(DDF)

xxxxDIST
(DDF) DB2

www.epstrategies.com 47



New SMF fields in support of Enclaves

eNew SMF 72, subtype 3 SMF fields in support of enclaves

° Fields are useful to help investigate if DB2 High Performance DBATs are being used

Field Name Description

R723ENCTRXNUM Number of subsystem transactions processed within enclaves.

Number of times transaction data has been reported by subsystem work managers when deleting an

R723ENCTRXCALLS enclave. When zero, no transaction data for enclaves has been provided by the subsystem work manager.

R723ENCTRXET Total execution time, in microseconds, for all subsystem transactions reported in R723ENCTRXNUM

R723ENCTRXETS Sum of squared execution times, in microseconds, for all subsystem transactions reported in
R723ENCTRXNUM.

© Enterprise Performance Strategies www.epstrategies.com 48



Example: DDFLOW Response Time Distribution

EPS

WLM RT Goal - RTD% of Trans Met/Missed RT Goal with Number Trans
Percent met/missed goal and count
PLEX01, DDFLOW, Per1, SYS1 509,
Misses Goal
g e

2 L [ ] Er?ged%gﬁnt
_ @ Met Count
e 160 e DDFLOW has a response
g time goal of 90% complete
§ 0 140 in 0.3 seconds
2 . o 2 e Notice that we have a fair
g 8 low number of ended
% o w T transactions
8 @
< & e Notice the large gap

40 80

between number of ended
N . transactions and the
number that met the goal
" I ) o value.
“Mm M* ‘ WW K\ m
i MLL gk | §
07.34 202‘ 731 -?021 202€ 731 1-20;, 24 o 2024, g 07‘31'.3024 15:0 4?02,, 18:00 1-2p, 24-210
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Enclave - Ended Enclave Bundled Trans
30,000 PLEX(H' SYS1 O Imp1 DDFMED_Per1
O e BBEENTFar
1 ® Imoa DOELOW- Par
Imp4 DDFP r2
Imp5 DDFLOW_Per2
Imp6(DISC) DDFLOW_Per3
25,000
e DDFLOW has a response
P time goal of 90% complete
@ .
e in 0.3 seconds
& 20,000
T b .
a o Notice there were
@
& thousands of ended bundled
5 15000 transactions
g
w
10,000
L |
5,000
Z]
b
07-31_202‘ - 0?.3?.3524 0509 07.31-902 4 06:0p 07—3?~202¢ 0505 07-31-202‘ 12:09 07-31-2024 1509 07-31-202‘ 8.0 07-31-202421_,00
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EPS
Ended WLM Transactions (Enclaves) Ended Bundled Transactions

WLM RT Goal - RTD% of Trans Met/Missed RT Goal with Number Trans Enclave - Ended Enclave Bundled Trans
Percent met/missed goal and count
o PLEX01, DDFLOW, Per1, SYS1 . <= 50% of Goal S0000 PLEX01, SYS1 5 ine1 goEvED_rer
e oal © imes BorEnT i
§ e of oo et
180 oal Percentile ) Imp5 DOFLOW. Pera
® Ended Count
@ Met Count Imp&(DISC) DOFLOW_Per3
= 25,000
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(0] 80 160
2
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i S H
8 s S
; 50 100 t-; Lﬁ 15,000
5 2 3
g 2
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Example: DDFLOW Response Time Distribution

WLM RT Goal - RTD% of Trans Met/Missed RT Goal with Number Trans
Percent met/missed goal and count
PLEX01, DDFLOW, Per1, SYS1

Percent Transactions / Percentile Goal

Transaction Count

<= 50% of Goal
® Meets Goal
Misses Goal
@® > 400% of Goal
@ Goal Percentile
@ Ended Count
@® Met Count
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EPS

e DDFLOW has a response
time goal of 90% complete
in 0.3 seconds

e Added to this chart is the
percentage of transactions
that met and missed the
goals

e Not that a large percentage
of transactions missed the
goal value of 0.3 seconds
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Example: DDFLOW Response Time

Average Response Time of Enclaves
(Used for goal management)

EPS

Average Response Time of Bundled Transactions
(Not used for goal management)

Average Response Time in Seconds

WLM RT Goal - Average Response Time by Period
(Y-axis limited to 4 seconds)

PLEX01, DDFLOW, Per1 @ RT Goal Value

Average RT|SYS0
® Average RT|SYS1
160 f | Average RT[SYSD

140
120

100

0
o7, or., 07, 07.; o7, 07., 07.; o7,
.31,2%000 31.205, 05 312054 oeny 3120, 050 3120, 20 312054 150 3120, 50 2024 5, .
00 00 “00 00 o 00 00

Seconds

Enclave - Avg Bundled Trans Execution Time

PLEX01, SYS1 © Imp1 DDFMED_Per1
Imp2 DDFENT Per1
Imp2 DOFENT_Per2
imp3 DOFPRO_Pert
@ impd DOFLOW_Per1
imp4 DOFPRD Per2
09 Imp5 DOFLOW. Per2
Imp6(DISC) DOFLOW_Per3
0s
0.7
06
05
0.4
0.3
0.2
0.1 W ﬁ
I ‘ﬂ'la vl
0.0 / L S 2

07, 07, 07, o7, 07, 07, 07, 07,
20z 00:95 202y 0399 224 0 00 2024 09:99 024 1 00 oz T5:09 a0z T8:09 Tz 1:00
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Example: DDFLOW Enclaves for Bundled Transactions

EPS

Average Bundled Trans per Enclave Deleted Enclaves for Bundled Trans

(Note the 200 limit) (An ended enclave is one WLM ended transaction even
though up to 200 DBAT transactions ran in each enclave)

Enclave - Avg Bundled Trans per Enclave Enclave - Enclave Deletes by Work Manager

200 PLEX01, SY$1 O Imp1 DDFMED_Pert PLEX01, sY$1 © Imp1 DDFMED_Per1
e DOFEp-Fert Imp2 DDFENT Pert

m e © Imp2 DDFENT Per2

¢ r

180

/ [ ﬁf |

O Imps DB20DFLO_Per2
ImpB(DISC) DOFLOW_Per3

140

120

100

Avg Bundled Trans per Enclave
Enclave Deletes by Work Manager
=

|1

0; . . .
07.3, 07.3. 07,3, 07.3, 07.3, 07.3, 07 07.3,
2024 1-202, 7-202, 1202, 7202, 1-202, T-202, 7-20,
00:09 403:9 4 06:00 #09:09 #1200 1.0 #1809 421:0

07.3, 07.3. 07.3
2024 ;. 7-2024 1203
509 895 4 21:00

© Enterprise Performance Strategies www.epstrategies.com 54



Possible Approaches to DDF Service Classes /E'P

e Understand your applications usage of DDF and HiPerf DBATS

° Are enclaves being used to run bundled transactions?
° Use the new measurements listed. If non-zero than you are using bundled transactions

e If running HiPerf DBATS, update your WLM setup for DDF

o Best solution:

° Work with the DB2 folks to segregate HiPerf DBATs away from other DDF transactions into separate
service classes. DBAT transactions should be assigned a velocity goal

° Mediocre solution:

° In mixed environments, covert all your DDF service class period goals to velocity
° Worst solution

° Do nothing and just use your existing response time goals for the mixed DDF.

° Adjust goals accordingly

° Peter’s solution

° Convert the service class running both regular DDF transactions and HiPerf DBATs transactions into a
multiple period service class with both periods at the same importance

° Period 1: Importance x with short duration with a response time goal
° Period 2: Importance x, with velocity goal
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A

First Reference Page
Faults Decrease Capture
Ratios
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What is a first reference page fault? A

e Demand Page Faults
° Typically, virtual frames are backed by real storage
° If there is stress on storage, a real frame could be paged out to auxiliary storage
° When that frame is re-referenced, this is known as a demand page fault

° Demand Page Fault:

° When a referenced page of virtual storage is not backed by a frame in central storage, a page fault
occurs. This requires z/0S to retrieve the page from auxiliary storage and bring it into central
storage.

e First Reference Page Fault

° When a referenced page of virtual storage is not YET backed by a real frame in
central storage, a first reference page fault occurs

° Itis the 15t reference page fault that drives Dynamic Address Translation (DAT), and
the real frame is associated with the virtual address
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Capture Ratios and /
1st Referenced Page Faults Eps§
e |BM WCS says that 15t Reference Page Faults contribute to uncaptured times

° And that 15t Reference Page Fault rates above 100,000 per second should be
considered problematic

e Comments:

° There is not much that can be done by customers to alleviate 15t Reference Page Faults
° Perhaps recode applications to get less storage?
° However, correlating them to capture ratios can be helpful to explain some of the uncaptured times

° So many things contribute to uncaptured times, that is tough to see the direct
correlation

° Just understand this, and if investigating low capture ratios, then consider analyzing
your 15t reference page faults to maybe help explain.
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Example : Tough to see any correlation

Capture Ratios for System

EPS

15t Reference Page Fault Rates

Percent

LPAR, MVS, and Workload CP Busy% with Capture Ratio

PLEX02, SYS1, SYS1

0
0. 02. 02. 02. 02, 02, 02
07202 o0 07,2024 0509 07,2054 0509 072024 g, 072024 120y 02024 4, 07,2024 1 -

0207,
“2024
21:09

MVS%
@ LPAR%
® Workload%
@ Capture Ratio

= Good cap ratio
Ok cap ratio

Faut Rates per Second

260,000

240,000

220,000

200,000

180,000

160,000

140,000

120,000

100,000

20,000

60,000

40,000

20,000

First Reference Page Faults - All Systems

PLEX01, SYS1 ® st Ref

non-1st Ref
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Example : Tough to see any correlation

EPS

Capture Ratios for System 15t Reference Page Fault Rates

LPAR, MVS, and Workload CP Busy% with Capture Ratio First Reference Page Faults - All Systems

" PLEX01, SYSA, SYSA MVS% - PLEX01, $YSA ® st Ref

® LPAR% ® non-1st Ref
® Workload%
@ Capture Ratio

= Good cap ratio 140,000
Ok cap ratio '

120,000
100,000

80,000

Faut Rates per Second

Percent

60,000

40,000

20,000
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A

New z/0OS System Logger
IXGCNFxx Parameter

KEEPLOCALBUFFERS(NO | YES)

Targeted to alleviate the uncaptured time due to 1°t reference page faults
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Introduction to z/OS System Logger A

O z/OS System Logger - Component of z/OS that provides logging services
m  IXGLOGR - key system address space for logger functions

m  Interim Storage - Primary storage used to hold the log data that has not yet been offloaded
O What ‘interim storage’ is depends on how the log stream has been setup

O  Examples of include central storage (via a data space), Coupling Facility, Staging data sets

m  Secondary Storage - generally DASD

m  Tertiary Storage — generally Tape medium

DFHSM \ (==
Coupling SYSB . Storage | (==
Facility = == | Staging /
== | S—
Storage / ——|| Datasets _
= DASD Logs Tertiary Storage
— | d (i.e. Tape)
P>\ Y . =
System i v 7
U — Logger —
| — IXGLOGR
=== Secondary Storage
(i.e. DASD)
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New system Logger IXGCNFxx Parm /:
(APAR OA63551) EPS

e PROBLEM DESCRIPTION:

° New function to reduce page faults caused by IXGWRITE requests that were submitted after
a log stream offload occurred.

e RECOMMENDATION:

° Delays in completing IXGWRITE requests can occur as a result of page faults associated with
system logger local buffers used by IXGWRITE processing.

e Comments

° A new IXGCNFxx parmlib option will be introduced to keep the real frames that back the
local buffers when the storage for the local buffers are freed after a log stream offload.

o Keeping the real frames reduces page faults that will occur when the local buffers are reused
during subsequent IXGWRITE requests. This will result in an increase of real storage
associated with the System Logger address space.
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New IXGCNFxx KEEPLOCALBUFFERS Parm

KEEPLOCALBUFFERS(NO | YES)

e Specifies whether the system will request to keep the real frames backing the local buffers used as interim
storage when it is freed. Keeping the real frames reduces page faults that will occur when the local buffers are
reused during subsequent IXGWRITE requests.

e Note: Local buffers are data space areas associated with the system logger address space, IXGLOGR. Specifying
KEEPLOCALBUFFERS(YES) may result in systems experiencing increased paging.

e Evaluate your real memory requirements to ensure unacceptable paging does not occur by reviewing the
amount of real memory consumed by the system logger address space, IXGLOGR.

e The following options are possible:
° NO - Indicates that the system will not keep the real frame used to back local buffers when the buffer storage is freed.
° YES - Indicates that the system will request to keep the real frame used to back local buffers when the buffer storage is freed.

® You can use the DISPLAY LOGGER,IXGCNF,MANAGE command to view the parameter settings for configuring
the system logger.

e Default: NO
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Example: Logger Offloads of SMF

MBs of SMF offloaded

Number of offloads

EPS

Megabytes

Logger - MB Written to Interim vs MB Written to Secondary Storage
IFASMF.PLXP.CPUB.DB2 (Writes to Intermin > 1)

IFASMF.PLEX01.5YS1.DB2, CF
6,500

® WMB Written to |r\|ehm\CPUB

6,000
5,500
5,000
4,500
4,000
3,500
3,000
2,500
2,000
1,500
1,000

500

024.02 0706, 2024 52_0” 207«.034,7 o '2’3€4 De—o; ns?au 02,

1024 .0, 2024.4, ?Da-w 20244 202«.0 ?ﬂaq a 2024,
2. 02.9,
1.0 ?a;,”’g 2477, 207 14, 207 16:0 za;,@ 07 2,

07 0g.04 0100 01:00

® MB Written to DASD\CFU

722.a| 00

Logger - Offloads vs DASD Shifts
IFASMF.PLXP.CPUB.DB2

IFASMF.PLEX01.5YS1.DB2, CF

B
MB Written by Users|CPUB

Events

2 20; 2
02.07 051 ““4:2 07 s oped 7 10 a”f:«:e

20, 24 0; 20;
07 1220 3"*’20;,{ ﬂh-am;m “'Oam,a 24,

Jozs " 024
2.07
00:01.95 01:00 01:0p

024,
020 ’Dzmoﬂ? ’Mﬂ:gﬁ

® DASD Shifts|CPUB

2024.9,

207 20,010 207 22,05, -

Offloads|CPUB
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Example: Logger Offloads of SMF

EPS

Paging Average and Min Storage Available

Page-In Rate - All Systems

Central Storage Areas
PLEX01 -
* LR Average Gigabytes
® 3YS2 PLEX01, SYS1
® SYS3 180 Nucleus
SYS4 SQA
® SYS5 LP/

= Rule of Thumb

g

Paging Rate

Gigabytes

Minimum Available Central Storage
Gigabytes
PLEX01, SYS1

® Available

Oz.; oz, 029, 0z,
[+05.69 2100 PR30, (ST P

Gigabyles

0 : ' ' '
o2 oz, 3 3 2. 2. o, o
gy TRy, g g e, P P, g,
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EPS

Large memory should mean less /0
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Memory and I/0 /é'PES

e We see systems with lots of memory free and yet they’re doing significant
amounts of I/O

e \We've been saying for a long while things like “make your BPs bigger”

e But lately we’ve been trying to look deeper to point out opportunities
° How much data is really on those busy volumes?
° Which specific datasets are getting lots of read I/0

® So come this afternoon to session 7F wherein I’ll talk about this in detail
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i i NOTOR"”
LVs with Highest I/O Rates e A
(Averaged Over Period of Study)

PRODPLEX ® 1/0 Rate —

400

This Pivotor report
shows the top volumes
by I/O rate over the day.

375 10PS doesn’t sound
too interesting but note
that is an average 1/0
rate over 24 hours.

SM2124M90341 MV1134 SM5355 MVS03,SM2559 M90015 SMS619SM212, SM5379 MVS06,SMSE2, SM2125 MVS 595MVS 346 SM2625 SM5075 SM2209 SM2444 MVS54g

[/O Rate
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NOTOR®
Logical DASD Volume Explorer WO IO

L -
1,300 SM2124 ® Write Rate -
Read Rate
1,200
1,100
1,000
300 Here’s the read and write

rate for a particular volume
over time. Virtually all the
I/O is read 1/0, and during
the day it is doing over

800

700

600 1000 IOPS.

500 The kicker: this volume
only has 1.5 GB of data

400 .
stored on it!

300

200

100

0
??202 o 17, 02 0o 17. 023 , 1 20, . ?-17.202 6 17. 02 2 8-20; o 202303
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NOTOL*
Top Dataset I/O Counts by Dataset Usage \$ <
Total I/Os for Study Period

L -
700 SYSA ® M Read Ops =
- @ M Write Ops
600
oM This reports looks at the

total 1/O over (in this
case) a day from the
400 SMF 42 records and
breaks it down by reads
vs. writes and by what
300 the dataset is (probably)
used for.

Millions of [/Os

This site is not unusual:
the vast majority of the
I/O is reading from DB2
objects.

0T ] ' ' T T T T T ] | T 1 ) T
bgs_~.0 o] o] o] o] L T [o] C 0 ZF, o} JES. . O JES pr, T [o] T
B82.0gPTHER. FLHEE.Egggﬁ.ngER.Kgg R«gggEiOADLrBEMP-PS ]”ER.pSSTALQGTHER.pogf THER-ESS Fc";(pTTHER_DsS PROEMP-pGY! HER"?EEE}‘L’DSE
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Millions of /Os

Top Dataset I/O counts by Dataset Usage

35

Read Operations: 35.3892

. DSNDBD. IX20460A.10001.A001 |
Cache Read Candidates: 0.1908
Cache Read Hits: 0.1668

Read Cache Hit %: 98.8691
25 ey — — — — — — — — —

30

20

15

10
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QWOTOK®

Total I/Os for Study Period =

SYSA, DB2-OBJ ® Read Operations

@ Write Operations

The top dataset appears to
be all reads, but oddly, only
a tiny fraction of those
apparently are flagged as
being cache candidates. I'm
not sure why that is. But in
modern control units all I/O
passes through cache.
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Top Datasets by Cache Read Hits

2023-07-17

Date

Select Fil «

2023-07-17

2023-07-17

2023-07-17

2023-07-17

2023-07-17

2023-07-17

2023-07-17

2023-07-17

2023-07-17

2023-07-17

2023-07-17

2023-07-17

2023-07-17

2023-07-17

2023-07-17

2023-07-17

2023-07-17

2023-07-17

2023-07-17

2023-07-17

2023-07-17
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Usage
Select Filts «
DB2-0B]
DB2-0B]
DB2-0B]
DB2-0B]
DB2-0B]
DB2-0B]
DB2-0B]
DB2-0B]
DB2-0B]
DB2-0B]
DB2-0B]
DB2-0B]
DB2-0B]
DB2-0B]
DB2-0B]
DB2-0B]
DB2-0B]
DB2-0B]
DB2-0B]
DB2-0B]

DB2-0BJ

DS Name

Select Filter

.DSMNDED.

.DSNDED.

.DSNDED.

.DSNDED.

.DSNDED.

.DSNDED.

.DSNDED.

.DSNDED.

.DSNDED.

.DSNDED.

.DSNDED.

.DSNDED.

.DSNDED.

.DSMNDED.

.DSNDED.

.DSNDED.

.DSNDED.

.DSNDED.

.DSNDED.

.DSNDED.

.DSNDED.

IX20460A.10001.A001

[X08956B.10001.A001

02.T506435.10001.A001

IX00854E.10001.A001

[X08956B.10001.A002

.TS501452.]J0001.A001

T507315.10001.A001

T520310.10001.A001

T508557.J0001.A001

TS00854.10001.A014

.TS01451.]J0001.A001

T507315.10001.A001

T507315.J0001.A001

.T507292.10001.A001

.T517613.10001.A001

.T507292.10001.A002

T502805.J0001.A009

T502813.J0001.A004

T506562.10001.A001

T517820.10001.A001

.T517613.J0001.A001

M Cache Read Hits

0.189

20.108

1.450

14.170

11.436

8.968

7.206

5.076

4.991

3.724

1.365

3.588

3.121

2.965

0.156

2.255

2.170

2.085

2.316

1.968

0.062

Cache Hit Pct

98.869

97.188

98.796

99.960

97.651

99.152

98.403

96.649

99.302

89.910

94.870

99.894

95.978

99.891

94.461

99.791

89.721

95.299

96.014

92.237

93.959

Read MiB

4,201,991.004
664,607.695
1,880,165.453
69,569.031
288,683.320
71,634.121
696,717.207
135,041.418
228,975.305
198,572.117
332,869.598
499,237.086
417,840.731
77,346.273
345,553.938
71,282.477
77,474.367
63,996.520
37,477.902
73,247.258

285,867.445
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Allocated MiB  Read-Allocated Ratic Read O..~ Write Ops 42.6 Records Volume

569.841
2,361.233

569.841
1,339.897
1,159.947
1,203.719
4,175.324
4,720.846
4,721.657
1,957.563

306.401
4,377.969
4,341.493
4,722.468

284.516
4,721.657
3,465.251
3,465.252
1,738.704
2,691.953

284.516

7,373.973
281.466
3,299.457
51.921
248.876
59.511
166.865
28.605
48.495
101.438
1,086.384
114.034
96.244
16.378
1,214.534
15.097
22.358
18.468
21.555
27.210

1,039.899

35.389

22.601

16.798

14.244

12.444

9.097

8.580

5.882

5.390

il

4.428

4.210

3.551

3.444

2.930

2.738

2.688

2.609

2.499

2.451

2.446

0.000 54.000 2.0
0.001 251.000 8.0
0.000 245.000 5.0
0.006 10.000 4.0
0.004 241.000 8.0

This table report joins the
SMF 42 data with the
DCOLLECT data to get the
total allocated size
(summed across multiple
volumes if necessary) of
the datasets.

Note there’s little write
activity and a number of
these datasets are only a
few GB.

Even if they can’t all go into
memory, probably some
can, saving 10s of millions
of 1/0s.
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EPS

z/0S 2.5 Service Definition Coefficients

Like goals, durations need to be periodically re-evaluated
(but many haven’t!)
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Service Definition Coefficients Updates ~ /\

e Recommended values by EPS since about 2018 (maybe earlier)
° CPU=1, SRB=1, I0C=0 MSO=0
° Summary of reasoning: Aging a transaction based on 1I/0 no longer made much sense
since |/O priority management mattered much less due to advent of PAVs, and most
|/O processing is also outside the z/OS operating system. So why age a workload
based on its I/O characteristics. It is CPU that matters.
ez/0S 2.5 the SDCs go away, and the values will default as follows
° CPU=1, SRB=1, I0C=0. MSO=0
° Basically, it is durations are now based on CPU and SRB service units, and no longer
based on the concept of ‘service’.
® Most customers are using 1,1,0,0
° If you haven’t made the transition yet, read next slides...
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IBM’s z/OS 2.5 Migration Step

EPS

The following is an excerpt from SHARE
presentation:

PERFORMANCE INFRASTRUCTURE A RE
IVIPROVEMENTS IN 2/05 V2.5 WL Adapt Your Multiperiod Durations SHAA
ANDREAS HENICKE (IBM WLM)

+ If the customer did not prepare his WLM service definition for the removal of
Presentation discusses the 2/0S 2.5 migration the service coefficients, following steps should be taken because the
steps suggested to migrate your period calculation of DURATION for multi-period service classes changes:

durations prior to migrating to z/0S 2.5. Before Z/OS V2.5 the DURATION is calculated as:

QLD DUR = (CPU * CPU service units) ¢+ (SRB * SRB service units) ¢ (IOC * I/0 service units) + (MSO * storage service units)

Basically, IBM is suggesting to take CPU and
SRB ‘service’, divide by your current SDCs to
convert to ‘service units’. Then take the sum of
those values and multiple them by the ratio of WEN DUR = CRU ‘sexvice unite +"SRB service . units

current duration to service consumed. Converting OLD DUR into NEW DUR is calculated as:

where CPU, SR8, 10C, and MSO are the installation defined WLM service coefficients. With CPU=1, SRB#1, I0C=0, MSO=0 the new duration is simply
calculated as:

NEW DUR = OLD DUR / Total service units * ( CPU service units / CPU + SRB service units / SRB )

Or puta little simpler... whero CPU and SRB are the old servios cooficients and Total service units is the sum of CPU, SR8, I0C, and MSO service units. CPU, SRB, and Total
Blah, blah, blah... service unit values should be collected for a peak period interval from, for exampie, the RMF Postprocessor Workload Activity (WLMGL ) report

Feel free to take this approach, but a bit to TR e
complicated for me. ‘

NEN DUR = $0000/6218K * (S877K/10 + 95667/10) = 8645
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Peter’s Approach to Migrating SDCs to New
z/OS 2.5

e Understand that most durations for multiple periods are usually wrong to begin with.
° If you feel yours are correct, then do this exercise

e My general approach is a follows:

1.
2.

Determine your current SDCs

Remember the reason you are defining a multiple period service class

Determine your current multiple period service classes
°©  Most likely multiple periods are only being used for the following interactive workloads or certain batch
° TS0, Interactive OMVS, DDF, WAS CB, Batch (sometimes)

Determine which multiple period service classes are consuming 1/0 service and how much

Then ignore any sort of duration migration exercise for the following enclave workload types since these enclave
workloads do not consider I/O service

° DDF
° WASCB
° So will be left with workloads such as eft with only TSO, interactive OMVS, and Batch,

Revisit duration
o Either start fresh (which should be done for many periods regardless of this change)
° Ignore and accept

° Tweak
www.epstrategies.com



Wrap-up Z‘EPES

e \We hope you enjoyed this and that you’ve learned something
e Let us know if you like this potpourri of topics format
e We’'ll be around now and all week for questions

e Questions?

e Please visit our website: www.epstrategies.com
° Past presentations
° WLM to HTML tool
° More information about Pivotor
° Future educational webinars
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